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BUBIP CTPYKTYPU MEPEXXI MEPEOABAHHSA
MYJIbTUMELOINHOI IHOOPMALLIT

Mpu nepegaBaHHi MynbTUMeniNHOI iHpopMaLii Mo Mepe)xaM 3B'A3KY
3aB)XOu BUHUKAE NUTaHHSA 6araTboX KpuUTepiiB iT ouiHkn. IcHyBaHHSA 6ara-
TbOX KpUTEpPIiiB 3py4HO KBaihiKyBaTh K HeBU3Ha4YeHICTb Linen i nigxogutn
[0 4bOoro 3 eguHNX No3uLlif aHani3y caMe HeBU3Ha4YeHOCTI.

MeTolo po6oTu € po3rnsg KOHKPeTHUX NMPUHUMUMIB BUGOPY CTPYKTY-
PU MepeXxi, a TaKo)X BUPilleHHsI Npo6ieMu popmyBaHHS CUCTEMMU aKCiOM i
B/1aCTUBOCTEMH. sIKi BignoBigaloTb NPpUHLMNam Bu6opy.

Mpu gocnig)xeHHi 3agay 3 6araTbMa KpUTepismMmu Heo6XigHO BU3Ha4YU-
TH cnoci6 3aBAaHHA Ta 06/1iKy BU3HaYa/lbHUX eJIeMeHTiB BU60pY CTPYKTYpPU
mepexi. [lo BU3Ha4asibHUX e/IeMeHTiB Takoro BU6opy BigHOCSATbCS MOHATTS
HopManisauyii, 3ropTku i npioputety. N5 BUpilLeHHs LbOro NUTaHHS Heo6-
XigHO cpopMynioBaTU CUCTEMY aKCiOM i B/1acTUBOCTEMH, SKUM NMOBUHHI Big-
noBigaTy NPUHLUUNU TaKoro BUGopy.

CroyYyaTKy po3r/IiHyTO NOHSATTS HOPMaJi3aulii i KnacugpikoBaHO MOXXJTN-
Bi i cmoco6u. [lani Bka3aHi gii 3 nokazHMKaMm, L0 YTBOPIOIOTb MOBHUIA NPO-
CTip, TO6TO BpaxoByIOTb BCi 3a/1e)KHOCTI Npyu popMyBaHHI LjiNbOBOI 3ropTKu.

MoHATTSA npiopuTeTy 6a3yeTbCs Ha MOPIBHAHHI LiIbOBUX MOKa3HUKIB.
Mpu po3srnsagi npioputerty, i3-3a BigCYyTHOCTi TOYHOro PO3pPi3HEeHHS Ba)>kK/INBO-
cTi, 3HaYywWoCcTi Ta epeKTUBHOCTI Npu 3agaHHi 6araToLiIbOBUX CTPYKTYP,
MOXK/INBO BMKOPUCTOBYBaTH NnLLIE OQMH 3 BapiaHTIiB 3agaHHa npiopuTterty.
Moka3aHo, Lo BigHOLWEHHS NPiopuTeTy Moxke 6yTH TaKOXX BU3HA4YEHO y pop-
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Mi 6inbLw cknagHuX BigHOWeHb NOpPsAKY, sIKi MOPOAIKYIOTLCS MOYaTKOBUMU
6iHapHuMu nopsgkamu. lpyu LbOMYy Heo6XigHO BpaxoBYyBaTU Y3ropgKeHe
3aBOaHHs NpiopuUTeTty.

®dopMyBaHHS BigHOLIEHHS MOPSIAKY, NPy IKOMY npoBegeHni BU6ip Hopma-
ni3auii, 3ropTku Ta npiopuTeTy BigHEeceHo 4o NPUHLUMUMY BU60PY. 3agaHHS NPUH-
yuny BU6opy fac MOXX/IMBICTb BUSHAYUTH, SIK PO3YMIeTbCA pilleHHS 3agayi 6a-
rarouinboBoi onNTUMi3aLii Ta BUSHaYUTH MHOXXUHY ONMTUMAaJIbHUX €/IeMEHTIB.

BcTaHOB/EHO, WO 3aga4Ya NPUAHSATTS pilueHHS B YyMOBaxX NPUpPoaHOi He-
BU3Ha4YeHOCTi MO)Ke 6yTH 3BefleHa A0 3agayi NPUAHATTS PilueHHS B yMOBaXx
HeBU3Ha4YeHOCTI uyinewu.

HaBegeHo npuknag oTpuMaHHs gogaTKoBoi iHpopmaulii npo cutyadiio,
o Befge [0 yCyHeHHsI KOHPIIKTY.

Knio4oBi cnoBa: 3roptka, MynbTumMeniiHa iHpopmallis, HeBU3HaYeHICThb Lii-
nievi, HopmManisauisi, npiopuTeT, KOHGIKT, KPUTEPIM.
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SELECTING THE STRUCTURE OF A MULTIMEDIA
INFORMATION TRANSMISSION NETWORK

When transmitting multimedia information over communication
networks, the question of multi-criteria evaluation always arises. It is
convenient to qualify multi-criteria as the uncertainty of goals and to
approach it from the only positions of analysis of uncertainty itself.

The purpose of the work is to consider the specific principles of
choosing a network structure, as well as to solve the problem of forming
a system of axioms and properties. which correspond to the principles of
selection.

When studying multi-criteria problems, it is necessary to determine the
method of the task and accounting for the determining elements of choosing
the network structure. The article shows that the defining elements of such
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a choice include the concepts of normalization, convolution, and priority.
To solve this issue, it is necessary to formulate a system of axioms and
properties that must correspond to the principles of such a choice.

First, the concept of normalization is considered and its possible
methods are classified. Next, actions with indicators that form a complete
space are indicated, that is, all dependencies are taken into account when
forming the target convolution. The concept of priority is based on the
comparison of target indicators. When considering the priority, due to the
lack of a clear distinction between importance, significance and efficiency
when setting multi-purpose structures, it is possible to use only one of the
options for setting the priority. It is shown that the priority relation can also
be defined in the form of more complex order relations, which are generated
by the initial binary orders. At the same time, it is necessary to take into
account the agreed priority task. The formation of the order relation in which
the selection of normalization, convolution, and priority is carried out is
attributed to the principle of selection. Setting the principle of choice makes
it possible to determine how the solution of the multi-objective optimization
problem is understood and to determine the set of optimal elements.

Itis established that the task of decision-making in conditions of natural
uncertainty can be reduced to the task of decision-making in conditions of
uncertainty of goals.

An example of obtaining additional information about the situation,
which leads to the resolution of the conflict, is given.

Keywords: convolution, multimedia information, uncertainty of goals,
normalization, priority, conflict, criteria.

Problem statement. Multimedia production is a special object, both
in terms of its structure and composition. Along with the requirements
for promptness, stability, and continuity of operation, multimedia content
distribution networks are subject to the requirements of confidentiality,
integrity, availability, and observability of processes related to the use of
content. Multimedia content transmission networks are characterized
by the existence of many criteria for their evaluation. It is convenient
to qualify the existence of many criteria as uncertainty of goals and to
approach it from the standpoint of analysis of uncertainty itself [1, 2].

Analysis of recent research and publications. When studying
multi-criteria problems, it is necessary to determine the method of the
task andaccounting forthe determining elements of choosing the network
structure. The defining elements of such a choice include the concepts of
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normalization, convolution, and priority. In order to understand this issue,
it is necessary to consider the system of axioms and properties to which
the principles of such a choice must correspond.

The work of many scientists has been devoted to the development
of these issues [3-6]. However, today there is no unified approach to the
complete solution of the problems of choosing the network structure for
the transmission of multimedia content. This is due, on the one hand,
to the complexity of the network structure, and on the other hand, to
insufficient awareness of the emerging tasks.

The purpose of the article. For networks of transmission of
multimedia information, which are qualified as systems with uncertainty
of goals, to specify specific principles of network structure selection, as
well as to explore ways of creating some system of axioms and properties
that describe these principles. An additional goal of the work is to correct
some errors, inaccuracies and markings that exist in this field of activity.

Presentation of the main research material.

First, let's consider the concept of normalization. Let's mark F is
the space of target functionals f. The method of normalization means
unambiguous mapping f, — F , whic=h turns its target functionality
into another element of space F. Table 1 provides possible methods of
normalization [3].

Table 1. Methods of normalization

Reduction to dimensionless quantities f,(x) /P[ﬁ(x)]

Change of ingredient _fi(x)» 1/fi(x)

fi(x),— Hiin f(x)
Natural A =
max f;(x) — min f(x)

: Comparison ﬁ(X)/mflei(x)

Savage mxaxf,-(x) —f(x)

Averaging S/ ;f,(x)

Source: [3]
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Another defining element is the concept of convolution. Convolution
of the component of the multi-purpose indicator f,(x)e F'is called reflection
ge{FeR'}, which transforms the set of components f; into a scalar target

qlf;(0)]-

Convolutions are usually divided into the following main types [3]:
1. Summary of indicators f; with their weighting factors o, or the so-
called «economical» method:

gL 1= Y a,£(x) (1)

2.0n the basis of minimization:

qLf,(0)] =min [a, f,() + ] (2)

3. Using the Cobb-Douglas function:

gl /@] =111a [ )] (3)

4. Breakdown of vectors {f} into satisfactory and unsatisfactory
(transition to qualitative indicators).

Vectors are considered satisfactory { £}, for which £ > £°. Then the
convolution has the form

qlf;()] = 1, if perfomed (1), |
4

gl £,(¥)] = 0, if not perfomed (1).

Selection of vectors £’ very not simple, therefore there is always
freedom of choice £’ a decision-maker.

The convolution (4) can be expanded for a more accurate description
of qualitative processes. Forinstead of two convolution values of 0 or 1,
you can enter some basic scale of values for 4€[0, 1] and the function of
belonging to the «fuzzy» set

M, (f)):(f)— A (5)

Then the conditions f; > f*will ook like this

VENSAVON (6)

10
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and accordingly convolution

gLy, ()] = min M, 1) )

The basic scale shows the assessment of the process by the person
making the decision and is a reflection of the space of indicators on the
set 4. Note that the scale of the scale can be any, including also negative
values.

5. Method of sequential achievement of partial goals.

The start of the next operation begins only when the absolute
maximums of the operation efficiency indicators are reached

qlf;()]=/,(x) = X, (%) (8)

Practically, this indicator is implemented when there is confidence in
reaching the upper limit of the indicator of each previous operation. For
example, this indicator successfully describes the successive expansion
of the network without changing its topological structure in terms of the
degree of capacity maximization.

6. Logical combination of indicators.

This convolution is used for the qualitative type indicators, which
take the value O or 1. In this case, two options are possible:

the overall goal is to fulfill all partial indicators (conjunctions):

gl ()] = [If,-(x); 9)

the overall goal is to fulfill at least one of the partial indicators
(disjunctions):

gL =1 =111 = £ (10)
Similarly to point 4, instead of two values of O, 1, an increased number

of values with membership functions M,[ f(y]and the corresponding base
scale can be considered. Then the convolutions will be written in the form:

L] = LLE () M (), (1
gL =1 =111 = £ M (). (12)

n
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The specified actions with indicators form a complete space, that is,
they take into account all of them dependencies in the formation of the
target convolution [4].

The following concept of priority is based on the comparison of
target indicators. On unfortunately, until now there are no precise
definitions of priority, corresponding to the awareness of the essence
of the multi-objective approach in the theory of optimization, based
on a clear distinction between the importance, superiority and
effectiveness of target indicators. Of course, when considering the
priority, due to the lack of a precise distinction between importance,
significance and efficiency when setting multi-purpose structures, it
is possible to use only one of the options for setting the priority. One
approach is that the precedence relation can be defined as a binary
order relation R, equalization of space elements F'in the sense that one
of the conditions is met [3, 5, 6]:

1) f better £, by R; (f; R f,);

2) f, better f by R; (f, R [, );

3) f; equivalently f, by R; (f, Rf, A f, Rf));

4) f:no better £, by R; (f.Rf,);

5) f, no better £, by R: (f,Rf,);

6) f,not worse f, by R, [/, Rf, v (f,Rf, A f, RS

7) f,not worse £ by R; [ f, Rf,~v (f, Rf; A [ RS

BIL(LRI)AL R AR AL R

The priority relationship can also be defined in a more complex form
order relations generated by initial binary orders. At the same time, it is
necessary to take into account the agreed priority task.

The formation of the order relation in which the selection of
normalization, convolution, and priority is made refers to the principle

12



! HaykoBuir xxypHan «IT SsYNERGY», 2024, Bunyck 2 (7)

of selection. Setting the principle of choice makes it possible to
determine how the solution of the multi-objective optimization problem
is understood and to determine the set of optimal elements. The main
principles of selection are given in Table 2 [7].

Selection principles do not solve the problem of setting and
prioritizing. Solving the problem is possible only under the condition of
building a clear, consistent system of axioms of the principles of choice.
The main axiom systems were formulated by Arrow [8], Sen [9], Nash [10],
Milnor [11], Arrow-Hurwicz [12]:

Table 2. The principle of choice

%drp”ilnance F, (xo) > f, (x),Vxex,‘v’i € [l,n]
e Tk €[] R )2 (3), Vx e kL <o

Pareto i{dom HXEX:{fi (x)Zfi(xo),Vi}ﬁ{Ej:fj(x)>fj(x0)}

Slater e X:fi(x)> fi(x),Vie[ln]
e fi(x)> f(x), Vi

Jeffrey's f (x)_fi (xo)

effectiveness Ju>0:———""——2<

a]tc:ftuatlly “ fj(xo _fj(x) g

glx:fi(x)>fi(x0),Vi, Ju>0,

Not exe?ctly ) T (x)_fk (xo)
é?géget?/vseness EIk,EIx (S {X . fl‘ ()C) > f; (XO )} fl- (x())—fi (x)' < 5

Vj:{fj(x)<fj(x0)}

Equality f,»(x0)=fk(x0),Vi,k

13
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End of the table 1
Total efficiency z,fz (%)= Zif(x), Vx

Nash's Hif,-(xo)ZHifi(x),Vx

i Compromise 3%32,»0% (xo):mfxz,-aifi(x)

i Dominant result m?xﬁ(xO)Zm?Xfi(x),Vx

G d in £ in f
reus.:-lljrlatmtee mimﬁ(xO)Zmimf,(x),Vx

The smallest ||f(x0)—f*||s||f(x)—f*

deviation

,Vx, 1 :{fi*},fi* =max f;(x),Vi

Xp € XA 1 Ay =£r§1§1§1(/1:x/1 #@),x, ={x:4(x,4)2 A,Vi}

: xo:aminﬂf(xo,i)+(1—a)max/1f(xo,i)z
i@ —Hurwicz's i i i
criterion zamiin/if (x,i)+(1—a)m?xﬂ/(x,i),Vx

The maximum of
i theuncertainty § X :H[f(xo)]ZHI:f(x)]
¢ function :

Source: [3]

Arrow's system of axioms is five natural axioms that make up the so-
called Arrow's paradox, the content of which is that there is no order R,
which satisfies these five axioms [8].

There has always been a desire to change the formulation of these
axioms in such a way as to find an order relation R, which would satisfy
these conditions. A change in the axioms proposed by Sen led to the fact
that the system holds for the choice principle if and only if it is trivial,
thatis, whenitis a dominance principle [9]. Thus, since a negative answer
was received to the question of the existence of the principle of choice
(different from dominance) in the class of relations, which satisfies the

14
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system of Sen's axioms, attempts were made to develop new systems of
axioms and principles of choice.

Nash's axiomatics contains four axioms and satisfies his choice
principle. Milnor's axiomatics consists of three axioms [11]. The principle
of choice satisfies this axiom system

R(f)=min f;(x). (13)

At the same time, one of the axioms is, in fact, a condition that the
elements dominate and do not belong to the set of optimal ones according
to the principle of selection R(f) elements.

The Arrow- Hurwicz axiom system contains four axioms [12]. This
system satisfies the principle of a guaranteed result.

The Sen, Nash, Milnor, Arrow-Hurwicz axiom systems are aimed at
solving the Arrow paradox. This can be done at the cost of a significant
departure from Arrow's original axiomatics. One of the approaches
consists in comparing the orders for the selection principles [12].

Definition 1. Orderrelation R, forafuzzy set F(u)forue[0,1] stronger
thanthe orderrelation R, (R, > R,), if the intersection of sets is not empty,

F(uw)= i, e F(u):f,R, [, Yfe F(u), Vuel0,1]}, (14)
Fu)= {f, € F(u):f,R,f,¥f € F (u), Yue[0,1]}, (1)
and if

F ()< Fu), Yuel0,1] (16)

R, B R, = {F () NF(u)#D,Vuel0,1]n (F (1) <F(u), Vuel0,1])} (17)

Definition 2. Order relation R stronger than the ratio of each order
R, (k=1,.. n)foranoddsetif

{R, B R} A{F ()N F ()} #D (18)

F(u)=F(u), Vuel0,1]), (19)

where

15
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F(u)=1{f, e F(u): f,Rf,Vf e F(u), Vuel0,1]}, (20)
F(u)=1,e F(u) f,R [, Vfe F(u),Vuel0,1]}. (21

Definition 3. Order relation R stronger than the totality R, (k = 1, ..., n)
for a fuzzy set F(u), if

(R, R} AF () N (", F ()} #2, (22)
F (1)<, F(p), Yk, Yuel0,1]. (23)

The problem of choosing a multi-objective indicator arises because,
as arule, the setis empty

F(u)= 1, € F(u) : f,R“"f,Nf e F(u), Yuue[0,1]}. (24)
the best by R%" elements.

However, close to R®" order relation R/ Rém s common, since
it is assumed that the multi-objective optimization problem is non-
degenerate, that is, a set of Pareto-optimal elements f, not empty, but
elements f, € F(u) best are the in Rd“’”/Rd"m and the problem of choosing
the optimal element based on the multi- obJectlve indicator arises due to
the fact that the set is sufficiently represented.

Introduction of the concept > on order relations R allows comparison
of selection principles R (f, ) thatis, to determine whether they exist for
a given selection principle R ( f; u) other principles of choice in which the
order relations corresponding to them are stronger R ( f, ¢). In addition,
for specific pairs of choices, it is possible to determine which of them is
stronger.

Inthe presence of natural uncertainty, the parameters of the process
are setx(¢)andthe objective functionf, but they are specified incorrectly —
they contain an undefined parameter a:

x—x(t,a), (25)

f=f(x t,a), (26)

If there is no information about a, then the optimization result is free.
Natural uncertainties arise due to the following factors:

16
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= uncertainty associated with not knowing specific values
of random variables or functions for which statistical and
probabilistic properties are known with one or another degree
of detail (distribution laws, correlation functions, etc.), or a given
area of change a € 4;

= uncertainty associated with not knowing the type of some
deterministic functions that describe processes, which leads to
the need for approximations;

= uncertainty associated with ignorance of some factors of the
process, which leads to incomplete models;

= uncertainty associated with the technical impossibility of
accurately taking into account all the factors that affect the
process, but these factors are reliably known;

= uncertainty associated with instability and bifurcations of
systems;

= uncertainty associated with new phenomena;

= uncertainty associated with the unknown actions of the other
party, which leads to conflicts.

The given list can be developed and clarified.

One of the basic principles of natural uncertainty is its guaranteed

outcome. It consists in the following. As for anyone x

minf(x, a) < f(x, a) (27)
a

and for anyone a
f,= max min f(x, &) <max f(x, a) (28)
x a x

Numeric f, — a guaranteed assessment, and an appropriate decision
x, is a guarantee strategy, in the sense that whatever the value of the
parameter a, choice x, guarantees that the value of the objective function
will be no less than f,.

It is possible to improve the guaranteed assessment if decisions
related to the defined risk are made. At the same time, two situations
arise: the choice is made multiple times and the choice is one-time. In
the first case, it is necessary to specify some probability distribution of a
random variable a, in the second —to use fuzzy sets.

The problem of decision-making under conditions of natural
uncertainty can be reduced to the problem of decision-making under
conditions of uncertainty of goals. Really target condition

17
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f(x, a)— max a €4 (29)

is equivalent to an infinite number of criteria:
f(x, a)—>max a,eA
X

f(x, a,)—>max a,eA
X
f(x an)—>mxax a, €A

You can limit yourself with some credibility n criteria and solve the
optimization problem for specific values a, choosing normalization,
convolution, priority, or constructing a Pareto optimal region.

Conflict occupies a special place in the task of decision-making. With
the functioning of communication networks and the probabilistic nature of
information flows, conflictsin nodes are inevitable, and the quality of network
functioning depends on how successfully these conflicts are resolved and
how successfully the routing of information flows is performed.

Let's introduce the concept of intensity of interaction of information
flows Target criterion of one party that controls the information flow U,
let's define f, (x,, f,) , the target criterion of the second party with the flow
U,—f,(x,, f). At the same time:

x,=0of,(x,,f)/ df,;
x,=0f,(x,, f)/ of,. (30)

Thus, for x, efficiency f, is a functional of a function £, (x,), and for x,
efficiency f, —functional from f, (x)).

Under the influence of interaction, the effectiveness of the parties
changes, which is the basis of conflict classification [3, 13].

For multi-objective systems, classification by criteria is complicated,
because for some purposes the systems can be mutually acting, for
others - opposing.

The resolution of the conflict involves the resolution of such basic
issues [3, 13].

1. How would the conflict take place if the parties were fully aware?

2. How realistically, that is, taking into account the limitations of
technical, time, or priority resources, can efficiency behave f,,?

3. How he can behave realistically f,,?

18



! HaykoBuit xypHan «IT sYNERGY», 2024, Bunyck 2 (7)

4. How would the conflict occur if for f, there would be full information
about the situation, and for f, —incomplete?

5. How would the conflict develop if for f, there would be full
information about the situation, and for f, —incomplete?

Based on the results of solving these issues, the value (relevance)
of information is determined and the need for such redistribution by the
parties of their resources, during which part of them is spent on obtaining
additional information about the situation, which leads to the elimination
of the conflict.

For multimedia data transmission network must first be defined by its
topology, for example, which is described by a graph G. Let us also assume
the given matrix of information flows between each pair of network nodes

A=]A, L 1)
and a matrix of channel rental costs
=Gl (32)

It is necessary to determine the number and type of transmission
channelsn, in each connection (5 #) with transmission speed ¥V, ,

N=n,| (33)
and flow rates in each connection (7, /)
F=[1, 1 (34)
At the same time, the conditions must be met
f} (nrh) = Zr Zh crh crh_) min
(35)
-f; (nrh) = Zr Zh I/;h nrh_) max (36)
for the following restrictions:
DIDIIEDIW (37)
g A (38)

19
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A (39)

In such a formulation, the problem is multi-criteria, and in order to be
clearin what sense the solution to the problemis understood, itis necessary
to formulate the target structure, namely to define the principle of selection
for criteria (35), (36). Note that these criteria conflict, with the same priority.
Therefore, selection principles based on dominance are not suitable.
For conflicting criteria, the principles of Pareto, Nash, guaranteed result
or compromise are acceptable [10]. The conflict described above is not
antagonistic, ithis can be qualified as a loose confrontation. Therefore, the
principle of Nash choice, which determines the equilibrium situation for
antagonistic criteria, and the principle of guaranteed result, which is also
used in conditions of antagonism and provides a bottom-up assessment
of possible optimal solutions, are also not suitable. The principle of Pareto
choice and the principle of trade-off remain. According to definitions 1—3,
the Pareto selection principle gives a stronger order relation on the set of
all possible connections (7 1) han the principle of compromise. Therefore, it
is defined as the principle of choice.

To find the Pareto optimal solution, consider the criterion space E%;.
In this space, it is necessary to create a multiplicity of reach Gf., which is a
reflection of the set of possible connections n , . Otherwise for each point
n . in the space of connections relations

fi=hm). 1, =1 0,) (40)

correspond to some point of the criterion space

/=G, @)

Plural Gfis called the reachability set. For this task Gflimited since
the value C, and ¥, are limited, and the number n , can change at finite
intervals [a, b,] Depending on the linearity of conditions (35) — (37),
(39) is a set G/ polyhedral [14] and, accordingly, convex and closed.
Vertices of the polygon Gfthere can be only those points of the criterion
space whose coordinates correspond to the valuesn ,=a,,n,=b,.

Let's mark through Pf a set of points that are Pareto optimal. It
consists of a subset of the boundary points of the set G,and is ribbed. To
form the Pareto set, we fix some permissible values of the criteria f, i £,
belonging to G_f:
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fi=en fi=e, (42)
At the same time, two optimization problems must be solved:
1 fi(ny) —min, fy(n, ) =c,, 3, 3,0, = L XN 1, < Vym,,
2.f,(n’_h)—>c,,fz(nrh)=max,zrzl " Z ZA frh_ o
As a result of solving these problems, you can determine the points
G‘” Ta G”. For reference points F, = {min f,c,} and F, = {c, max f}} itis

necessary to take the leftmost pomt of the polygon G and its highest
point (Fig. 1).

A

maxf, p--------

S

min f] q

Fig. 1. View of the reachability set G,
Source: [3]

If the points G‘” and Gf” satisfy these requirements, you can take

them as reference. Connectlng the dots G;” and G;’Z we get the first
approximation of the Pareto set with a straight line (Fig. 2).
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=

Fig. 2. Approximation of the Pareto set
Source: [3]

The true Pareto set is the broken line that connects the points G,
Gf”2 and which is the border of the region Gfand lies above and to the left
of the straight line GfO’ and G;’Z The components of the polyline are built
starting from the point G successively changing and fixing the values of
the constants ¢,, c,. The flrst component of the polyline is chosen from
the segments that start from the point G”. All these segments belong to
the region G and are characterized by a change in the value of any one
variable. Among the segments that start from the point G’” choose the
one with a straight line GW G‘” makes the largest angle.

Thus, to find the point Gﬂz it is necessary to solve optimization
problems 3, 4, which are similar to problems 1, 2:

3.fi(n,) —min fy(n,) =y, ¥, 300, = 2, LA SV,
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4. ﬁ(nrh) - C4’£ (nrh) = max, Zr erfr\h = Zi Zj AI/’~frh S I/;h nrh

The polyline G;.” —A- G;” canbeconsideredthe secondapproximation
of the Pareto set, in which the segment G — A, is part of the Pareto set,
and the segment 4— G;” needs further clarification according to the
same algorithm.

The set of efficient options is determined by the vertices of the
polygon, which belong to the Pareto set.

This approach does not provide a single solution, but it allows you to
discard ineffective options and significantly narrow the set of possible
alternatives, leaving the final one inthe choice of the option by the person
who makes the decision.

Conclusions and proposals.

1. Formulated a system of axioms and properties to which the
principles of choosing the structure of the multimedia information
transmission network must comply.

2. It is shown that the defining elements of choosing a network
structure include the concepts of normalization, convolution, and priority.

3. It has been established that the task of decision-making in
conditions of natural uncertainty can be reduced to the task of decision-
making in conditions of uncertainty of goals.

4. Conflict occupies a special place in the decision-making task. An
example of obtaining additional information about the situation, which
leads to the resolution of the conflict, is given.

© Po3opiHoB I'.M., CipuyeHko I.A., 2024
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